STRONGEST progress in 2010

Twelve months have passed since the beginning of the STRONGEST adventure. We’ve been working hard during this period, and we have seen the first results coming out. So, it may be useful for our readers to summarize here the main achievements of the Project in the past year.

The STRONGEST Consortium was originated following the observation that the TLC market is rapidly changing under the thrust of growing penetration of broadband services, continuous traffic growth, need to reduce costs, and increasing request to reduce carbon emissions. As an answer to these requirements, STRONGEST aims to design and demonstrate an evolutionary ultra-high capacity multilayer transport network, based on optimized integration of Optical and Packet nodes, and equipped with a multi-domain, multi-technology control plane. 

Project management

The Project started on Jan 1st, 2010. Its technical content, scope, objectives, workplan and impact have been detailed in Deliverable D1.1 “Project Presentation” (January, 2010). The way the Project is executed, monitored and controlled have then been established in Deliverable D1.2 “Project Management Plan”, defining the approach to be used by the Project team to deliver the intended project management scope of the project, addressing such areas as scope, time, cost, quality, communications, risk and consortium changes. Particular attention was devoted to the gender equality issue, as described in Deliverable D1.3 “Gender equality plan” (June, 2010), illustrating the gender actions that have been planned by the STRONGEST project to ensure non-discriminatory behaviours and to increase opportunities for women inside the Project. This plan starts from a diagnosis of gender status at the Project kick-off, and indicates objectives and specific actions to improve the female condition inside the Project; it also briefly describes other gender related activities like monitoring of gender actions, collection of statistical gender data and dissemination of gender actions.

During the past year the Project met three times: in Torino, on 19-21 January; in Munich, on 18-20 May; and finally in Torino, on 16-18 November. During these circumstances the key technical issues were discussed in depth in dedicated WP meetings, and then shared in the plenary ones; the General Assembly was also convened, to discuss and cope with administrative and management issues such as voting methodology, contract amendments, collaborations with other projects, contributions to standardization bodies and dissemination policy.

Technical results

The first step of the Project technical activity has been the establishment of the basic requirements for future transport networks and the definition of the architecture evolutionary steps towards medium and long term scenarios, resulting from specific studies carried out by work package 2 (WP2 – “Network efficiency and optimization”), as described in Deliverable D2.1 “Efficient and optimized network architecture: requirements and reference scenarios” (September, 2010). The main characteristics of the existing network infrastructures, as supplied by the operators belonging to the Project, have been described and traffic forecasts for both medium and long term scenarios defined, together with a traffic model that can provide the traffic matrices. All these outcomes form the basis for further conceptual, dimensioning and optimization studies to be carried out by the Project on large multi-domain transport networks. 

In particular, for the medium term scenario, the Project has identified an architecture (Figure 1) that assures the desired scalability, cost reduction and energy efficiency by eliminating all transit routers, and limiting the presence of IP equipment to the network edges (access and interconnection). Intra-carrier multi-service traffic switching is done over a layer 2 / wavelength switched (WSON) structure with GMPLS functions that include multi-domain, multilayer and intra-carrier end to end capabilities for operation, administration and maintenance (OAM). This scenario is completely changing the current IP architecture, and asks for solutions assuring scalability to both IP and layer 2 / WSON control planes. 
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Figure 1 - Proposed medium term architecture, leveraging on the elimination of transit routers (IP equipment only at the edge)
The long term architecture is further characterized by the definition of a new data plane technology that will guarantee the QoS and optimize power consumption by means of multi-granular switching nodes and power efficient ultra high capacity packet processing (Figure 2), thus enabling scalability to multiple tens of Terabit throughput per node. The photonic part of the hybrid node architecture under study will support gridless elastic services as well as flexible time and spectral domain allocation. Control plane and quality of service related issues have been considered in details by work package 3 (WP3 – “End-to-end solutions for efficient networks”), assuming that automatic provisioning coupled with traffic engineering has become essential to operate large size networks in a dynamic and cost-efficient way. This activity aimed, specifically, at providing efficient solutions to support end-to-end service delivery crossing domains that are heterogeneous in terms of networking technologies, control plane models, and vendors/operators.
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Figure 2 – Multi-granular hybrid node
The first outcomes have been described in Deliverable D3.1 “Medium-term multi-domain reference model and architecture for OAM, control plane and e2e services” (August 2010), that is focused on a medium-term network scenario, and addresses the interworking between heterogeneous GMPLS-controlled networks such as the WSON and MPLS-TP ones. The main studies have been dedicated, in detail, to the definition of network scenarios, OAM model, control plane architecture, and end-to-end services.

It is worth noting that, as a result of this activity, a complete control-layer and control-plane architecture has been proposed for the multi-domain/multi-region/single-carrier scenario, addressing basic requirements as regards routing, signaling and path computation, and being specially concerned with scalability. The proposed control plane solution relies on a hierarchical path computation element (PCE) and is implemented in a wider control-layer framework, like the resource and admission control subsystem (RACS) defined by ETSI TISPAN, thus resulting in better flexibility with respect to service offer, charging and billing, and operator policies. 

Further studies carried out in the last months of the year have produced some innovative proposals, as reported in Deliverable D3.2 “Next generation transport networks: efficient solutions for OAM, control, and traffic admittance” (December 2010).

First, novel effective OAM mechanisms have been devised to predict, monitor, quantify and certify SLA degradation in packet transport networks due to packet loss induced by congestion, physical impairments or network failures.

Furthermore, innovative control plane solutions and procedures have been proposed and analyzed including novel protocol extensions and operational techniques. In particular the PCE-based architectures have been widely investigated, defining new procedures in the context of hierarchical PCE, GMPLS translucent networks and WSON, multi-layer networks and point-to-multi-point scenarios. Also, solutions have been proposed to provide the PCE with updated reachability and TE information, and to improve the efficiency of path computation techniques, e.g. by exploiting temporary reservations or by selecting ad-hoc routing algorithms. Additional studies have been provided as well, to combine path computation capabilities with admission control functionalities (e.g. G-RACF). Finally specific solutions have been identified in the context of multi-carrier networks, with special attention to confidentiality issues. 
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Figure 3 – Control-Layer and Control-Plane architecture based on PCE and G-RACS 

The experimental validation of the new metro and core networking solutions designed by STRONGEST WP2 and WP3 is the main objective of work package 4 (WP4 – “Network prototypes implementation and demonstration”); this activity necessarily comes after a reasonable stabilization of the technical solutions provided by the other work packages. Therefore, during the past year, WP4 has prepared the experimental activity to be carried out during the next two years; the implementation and demonstration plans for the innovative data plane and control functions envisaged in STRONGEST have been described in Deliverable D4.1 “Report on implementation and demonstration plans”  (December 2010). 

Data plane demonstration plans have been conceived for both medium-term and long-term networking approaches. According to these plans the experimental demonstration of the medium-term STRONGEST networking solution, based on the integration of wavelength switched optical networks and connection-oriented packet transport networks (PTN) for Ethernet service delivery, will require the combination of such technologies as: multiprotocol label switching - transport profile (MPLS-TP), pseudo-wire emulation edge-to-edge (PWE3); wavelength switching; GMPLS-enabled control plane; field programmable gate arrays (FPGA) for software/hardware co-design; and software/hardware defined adaptable network (SHDAN). The plans to demonstrate the long-term STRONGEST networking solution envisage the implementation of multi-granular photonic nodes and power efficient ultra high capacity packet processing. The multi-granular photonic node will support elastic optical circuit switching as well as enhanced network dynamics and finer (sub wavelength) bandwidth granularity, thus enabling scalability to multiple tens of Terabit throughput per node with optimized cost and energy efficiency.

The planned WP4 experimental activi ties regarding the innovative control plane solutions that are under study in other STRONGEST work packages, for both medium- and long-term scenarios, will be mainly focused on the implementation of: GMPLS-controlled, single-domain, dual-region (MPLS-TP and WSON) control plane; multilayer routing, grooming and restoration algorithms; multi-domain and multi-technology PCE test bed; test-bed on traffic monitoring and management in Terabit/s packet networks; control plane architecture based on the combination of RACS and PCE.

Coordination, dissemination and standardization

Several actions have been at first planned, and then carried out, during the past year, by work package 5 (WP5 – “Technical coordination, dissemination and standardization”), as described, respectively, in Deliverable D5.1 “Plans for coordination, dissemination and standardization activities” (June 2010) and Deliverable D5.2 “Coordination, dissemination and standardization activities in Year 1” (December 2010), in all the areas that are considered coordination-critical by the Project management team. As reported by the latter document the main activities carried out during 2010 have been: internal coordination to ensure harmonization and consistency among technical WPs; external coordination with other projects (like GEYSERS, MAINS, ETICS from EC FP7, or AKARI from Japan); dissemination through production of quarterly newsletter and website pages, participation in world-class conferences (NOC2010, ICTON2010, Globecom 2010, ECOC2010), and publication of papers; organization of training events (academic lectures and company-internal courses). Specific contributions to standardization bodies (IETF and ETSI) have been produced; in particular a liaison has been established with ETSI Environmental Engineering. 

